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1. Purpose of Document

The purpose of this document is to define the high level service requirements for the university side (research side) of the systems developed by BRICCS (Biomedical Research Informatics Centre for Cardiovascular Science).

The information will be used to support the design of the infrastructure and management processes needed to deliver and support the service.

2. Scope of Service

BRICCS are developing systems for capturing and coding information about patients with cardiovascular disease seen in UHLT (University Hospitals of Leicester Trust), specifically for research purposes and for facilitating recruitment of patients into new studies. The overall scope of BRICCS is across UHLT and the University. Whilst the clinical side will be hosted by UHLT (specifically at Glenfield Hospital), anonymised data for research purposes plus research services and a small number of critical functions will be hosted by the University. The BRICCS systems will be an amalgam of Open Source software developments, mostly developed elsewhere in other (international) projects. There is some software development required to adapt and knit the various systems together, plus some in-house (still Open Source) development. All critical software development aspects will be hosted by the University;  suitable test environments are required. 

The University BRICCS services will begin somewhere near the “capacity only” end of the spectrum during development, with some centrally managed aspects. However, these systems are intended to be enduring, and the centrally managed aspects will grow as the development settles down. Future live systems should be centrally managed, although the bi-modal aspect of BRICCS systems (across UHLT and the University) presents some novel aspects which should be born in mind. 

1. Key Principles & Limitations


Future Expansion

The service is to support a number of BRICCS services, the main one being a research database system centered around anonymized data held within the i2b2 data warehouse. The upper limit of the database is currently seen as holding basic demographic and diagnostic data for 12000 participants. Tissue samples taken from participants during the interview process are held only for research purposes. There will be tissue management software running on University facilities; at present a possible 6 tissue samples per participant can be collected.

The future intention is to extend the BRICCS systems to cover more extensive clinical data, including pathology, cath lab images, echo images, ECGs, and possible genomic data, but no decision has yet been made about whether all or any of this data will be held within the i2b2 deployment. The possibility of extensive future storage requirements should not be ruled out.

Anonymized Data, Synchronization and Research.

All data held within the university facilities will be anonymized; ie: there will be no patient identifiable information. In order to facilitate future collection of clinical data and to facilitate the cohorting of participants into research studies, the data warehousing facilities offered by i2b2 will be duplicated across the University and UHLT, with the UHLT data warehouse containing securely held non-anonymized data. In a sentence: there will be two parallel i2b2 data warehousing systems, one with and one without anonymized data. The University i2b2 system will be fed anonymized data periodically from the UHLT i2b2 system.

The update and synchronization aspects between the two systems have yet to be worked out.

Researchers on the University side will have access to the University data warehouse. There is a web client and a well developed i2b2 desktop Workbench available for both research and system administration. A researcher with the appropriate levels of security can maintain project administration and project metadata on a real time basis.

Anonymity of participants is guaranteed by supplying unique identifiers on recruitment. These identifiers cover participants and tissue samples; ie: there are participant ids and sample ids which are guaranteed to be anonymous and unique. These identifiers are generated and held within a database on the university side, but used within University and UHLT BRICCS' systems. It is important that database updates are not lost, since there would then exist a possibility of generating non-unique identifiers.

2. Components

IT Services will be responsible for the provision of the database and software environments, the latter being the virtualized Operating System within which the application software executes:

· Database for unique identifiers.

· VM for Labels Web Application (uses the above).

· Database for tissue management.

· VM for tissue management.

· Database for data warehousing.

· VM for data warehousing.

· VM for development environment

· VM's and Databases for test systems.

IT Services will also be responsible for the provision of:

· Approximately 1TB of usable primary data storage covering live, test and development systems

· A centrally managed facility to backup and restore any stored data

· A resilient server infrastructure

IT Services and BRICCS will also be jointly responsible for:

· The validation of deployment and backup scripts

BRICCS will be responsible for installation and deployment of:

· Labels Web Application and UID Generator

· caTissue (tissue management software)

· i2b2 Data Warehousing

BRICCS will be responsible for:

· Development of any in-house glue code 

· Development of deployment scripts (these could form the basis of system restores)

· Running of periodic tasks to update the University's i2b2 data warehouse

· System administration within tissue management and data warehousing

   QUESTION: Where do the following lie?

· Support procedures to enable users to make effective use of the system.

· Specialist advice to enable research staff to make best use of the service.

3. Key Data Sources

The key datasets that will be used to create the BRICSS services and some of their key characteristics are summarised below.

UIDGEN

· Autonomously generated data.

· MySql

· One principle table

· Unlikely to exceed 50MB in size within the next year

caTissue

· Data supplied by tissue sampling during participant interviewing

· MySql

· Approximately 400 tables, but very configurable so some confusion about how many actually required.

· Unlikely to exceed 500MB in size within the next year.

I2b2

· Data supplied by export from UHLT's data warehouse

· Oracle-XE at present (currently limited to 4GB stored data)

· Oracle or MySql or Postgres once evaluation is complete. Achieving either will involve development.

· Approximately 58 tables initially, but varies with the number of projects.

· Unlikely to exceed 2GB in size within the next year.

4. Software 

1. Operating System

The chosen operating system of choice is Linux. The favoured one for BRICCS is a variety of Redhat based distribution. This fits easily within the installation procedures currently being generated.

2. Labels Web Application and UIDGen

This software is an in-house, Open Source development. Environment:

· Java

· Tomcat web server

3. CaTissue

· Java

· CaTissue (Open Source from caBig). 

· Jboss application server

· ANT scripting (required for deployment)

4. i2b2

· Java JDK

· Five or more i2b2 Cells

· Jboss application server

· ANT scripting (required for deployment)

· Apache web server (supports the web client)

· Download facility for 12b2 Workbench executable (latter required for admin and research)

5. Service Characteristics 

It is recognized that researchers require a stable, available and secure service. The following sections provide information on service availability, support availability, contingency, backup policies and other related system components.

1. Availability of Service

Two aspects of system availability are considered. The first is the availability of user access to the service and the second is service maintenance outages. 

1.1. User Access and Measuring Service Availability

User access is dependent on the shared IT infrastructure supported by ITS and at present no formal service level exists for the provision of this service. 

There are planned ‘at risk’ periods when maintenance work is carried out. These periods are commonly Tuesdays 07:00-09:00 and Thursday evenings from 18:00 and it should be assumed that the network (and therefore access to the service) may not be available at these times.

Details of the work for each at risk period are communicated a minimum of 48 hours in advance to all IT Services customers. These conditions will apply to the accessibility of the BRICCS' services.

The service will be available 24*7 (including bank holidays). The availability of the infrastructure will be monitored and measured over a rolling quarterly period. Planned maintenance will be excluded from any calculations.  Service availability reports can be provided on a monthly basis for key users.

1.2. Planned Maintenance

The system will be designed in such a way as to support a degree of non-disruptive maintenance but some down time is unavoidable. 

In line with all other centrally managed services there will be a series of regular and fixed ‘at risk’ periods that will be predefined and, if needed,  these maintenance slots can be used to apply upgrades and fixes to the infrastructure. Where possible, planned maintenance will be scheduled to coincide with the JANET ‘at risk’ periods.

2. Availability of Support

The availability of BRICCS support services will be from 9:00-17:00 Monday to Friday in line with all other central IT services. The support will principally be provided by 5 staff in the Research Computing Services team. 

[ Jeff: I think there is a big question mark over the latter. The pieces of the jigsaw have to fit together for the overall BRICCS services to function across University and UHLT. Some details will have come out of the development and test process, which is why test facilities (a number of VMs) are important. We need to see what it takes to tear down test system or systems and rebuild them from scratch with the applications and databases in synchronisation with UHLT systems. And incidentally, vice versa. The procedures established will need to be used by the support staff. I assume RCS would not be happy at accepting this “as is” but would require some validation process, plus documentation at a sufficiently detailed level. RCS would also want some input into what is acceptable. ]

3. Storage and Backups

Initially 1 TB of usable storage will be deployed, covering live, test and development systems. The data storage infrastructure used should be capable of being extended to provide at least 5 times this capacity if required.

The general backup policy will allow both for the recovery of files following accidental deletion or corruption for a period of 28 days and the wholesale recovery of data in the event of catastrophic failure of the primary storage system.   

Specific backup and restore requirements will be required for BRICCS databases.

1. UIDGEN. It is simplest to assume no updates can afford to be lost. It is possible to adopt another, more manual approach to do with the stock of usable barcoded bags held within the hospital environment; eg: having a sufficient stock for a week and discarding the weekly stock on restore of the database; this would ensure no duplication of unique ids. The latter approach is fragile, dependent on communication and manual intervention; detection of failure might be unpredictable on the tissue sampling side.

2. CaTissue. This should be viewed as a real time system. The consequence of restore to a point in time in the past would be loss of location of samples since that point.

3. I2b2. The updating of the primary data will be periodic (probably nightly) and driven from the UHLT data warehouse. However, project and system admin data should be thought of as real time.

4. Business Continuity and Contingency – Major Incidents

It is not possible to accurately predict recovery times in the event of a major incident as the circumstances and conditions are varied and complex.  However, the following principles/scenarios can be agreed depending on the severity of the problem.


Loss of Primary Data Storage but Not Computer Room

If the problems are localised and with the storage infrastructure or connecting network needing replacement equipment then services would typically be resumed within 2 working days. In this scenario if the data is restored from the back up site then there may be data loss of up to 1 working day.


Loss of Primary Computer Room

In the event of the loss of the computer room hosting the primary storage facility then a recovery time would be communicated to users following the diagnosis of the problem. This could be several days or weeks depending on the nature of the problem.

In this scenario, when data is finally restored from the back up site then there may be data loss of up to 1 working day. There would need to be a process to capture any ‘interim data’ created when service is restored.


Loss of Campus

In the event that there is major campus wide incident then both primary and secondary data storage facilities would be lost. The recovery time in the event of such an incident could be measured in terms of months. In this scenario all data would be lost. 

Quarterly copies of the BRICCS datasets will be backed up to removable media so that they can be secured off site. 

6. Service Governance

7. Service Processes


All fault and support requests will need to be logged centrally with the IT Services help desk. This can be through the on-line self service portal or via the telephone on Ext. 2253.

It may be appropriate to introduce new processes and procedures to support the BRICCS service and this need will be assessed after the service has been live for c.? months.
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